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Abstract

The excited electronic states of the p-coumaric acid thio-ester chromophore of the Photoactive Yellow Protein (PYP) are characterized in view of
identifying the key factors determining the chromophore’s isomerisation. These factors include the anionic nature of the chromophore, the presence
of sulfur (rather than oxygen or nitrogen) in the ester moiety, and the presence of a hydrogen-bonding environment stabilizing the phenolate moiety.
Two twisted stationary S structures are identified, corresponding to a twist around the double bond conjugated with the aromatic ring, and the
single bond adjacent to the ring, respectively. The latter structure is accessed directly by relaxation from the Franck—Condon (FC) geometry. These
structures are shown to entail a substantial polarization effect (increasing charge separation when moving towards the twisted geometry). Further,
an inversion of charge character is observed for the double-bond twisted minimum, which can be accounted for by the vicinity of an S;—S, conical
intersection. The S1—Sy gap at the minimum geometries depends in a sensitive fashion on the a-carbonyl heteroatom. Based upon these observations
for the intrinsic properties of the chromophore, we further address the effect of the Arg52 residue, which acts as a counter-ion in the native protein

environment.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The excited-state electronic structure of coumaric acid and its
sulfur containing analogs has recently attracted much attention,
in view of characterizing the p-coumaric thio-ester chromophore
of the photoactive yellow protein (PYP). PYP is a photoreceptor
protein occurring in the Halorhodospira halophila bacterium,
and mediates the bacterium’s negative phototactic response
as a reaction to irradiation with blue light (i.e., the microor-
ganism tends to navigate to an environment which is less
strongly illuminated) [1]. An intriguing fact is that the very ini-
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tial photoresponse, at a molecular level, relates to an ultrafast
(femtosecond to picosecond scale) isomerisation mechanism
[2]—very similar to retinal photoisomerisation in the visual
process [3].

PYP has been studied extensively over the past few years,
resulting in a detailed picture of the various steps of the protein’s
photocycle which covers an overall time scale of seconds (for
several recent reviews, see e.g., Refs. [4-9]). The experimen-
tal [2,10-24] and theoretical [25-35] studies which specifically
address the very initial step of the photocycle have confirmed the
picture of an ultrafast process (several hundred femtoseconds),
while raising a number of controversial issues regarding the elec-
tronic states and geometries involved. In addition, the role of the
protein environment in creating specific, “optimal” conditions
for the isomerisation has not been clarified as yet, despite vari-
ous efforts [12,21,24,33,34,36—41]. Recent experimental results
for various analogs of the chromophore in solution [42-50],
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crystalline phase [51] and in the gas phase [21,52-55] offer
extensive information that is yet to be explored, complementary
to the observations made for the native protein.

Among the key factors influencing the isomerisation event
are both the chromophore’s intrinsic properties and the influence
of the environment (protein or solvent). This includes notably
(i) the anionic nature of the chromophore [48], (ii) the chem-
ical nature of the thio-ester moiety, which has been compared
in a recent series of experiments [8,46,49,50] with both oxygen
and nitrogen containing analogs (see also our previous theo-
retical study of Ref. [56]), (iii) the presence of hydrogen bonds
which stabilize the phenolate moiety of the anionic chromophore
[27,38], (iv) the presence of the Arg52 “counter-ion” in the pro-
tein environment [33,37]. We have analyzed several of these
factors in our previous work; in particular, Ref. [57] unravels the
various influences which create the unique electronic structure of
the chromophore in its native protein environment. However, our
previous studies were limited to the Franck-Condon geometry
and did not yet address the twisted geometry (or geometries) of
the chromophore that are relevant for the isomerisation. The pur-
pose of the present work is therefore to study various of the above
factors in view of their role in the isomerisation process. Like in
our previous studies, we use high-level ab initio techniques, in
particular the CC2 (second-order approximate coupled-cluster
singles and doubles) method [58].

As will be shown below, the anionic nature of the chro-
mophore is a determining factor on several accounts: (i) In the
anion, the first excited m—m* state (Sp) is effectively isolated,
in contrast to the situation in the neutral species which exhibits
close-lying S1 and S» states (this remarkably simple picture is
found to persist in the protein [57]). (ii) Despite the simplic-
ity of this electronic structure picture, the isomerisation process
is complicated by the fact that two torsional pathways arise in
the anionic species: first, torsion around the double bond which
is conjugated with the aromatic ring (denoted 8 in the follow-
ing) and second, torsion around the single bond adjacent to the
aromatic ring (denoted « in the following) [20,27,33]. Two S
minima are shown to exist (referred to as S¢ and S”

1, min 1,min?®
respectively), which exhibit twisted geometries with respect to

one or the other torsion angle. These observations confirm pre-
vious results obtained by Groenhof et al. [33]. The «-torsion
has also been previously invoked to explain experimental data
[16,20,59]. The two photoinduced torsional pathways are a result
of the partially quinone-like electronic structure properties of the
anionic chromophore in the ground state. We characterize the
corresponding charge distributions and show that a substantial
charge shift and “polarization effect” is entailed by the twisting
process (increasing charge separation when moving towards the
twisted structure).

As suggested in Ref. [33], the relative importance of these
two torsional pathways can be strongly influenced by the envi-
ronment. In particular, the relative energetic position of the two
minima, and their position with respect to the nonadiabatic cou-
pling (conical intersection) region will play a key role for the
dynamical process. Here, we will comment specifically upon
the influence of the hydrogen bonds stabilizing the phenolate
moiety, and of the Arg52 residue which plays the role of a
counter-ion in the protein environment.

Furthermore, we show that the chemical nature of the ester
moiety (containing sulfur, as in the native species, or else oxygen
or nitrogen) exerts a significant influence. In the case of the thio-
ester species (-(C=0)-S-), the Sf ‘min Minimum is associated
with an S;—Sg energy gap of ~0.4eV, while the correspond-
ing minimum of the amide species (—(C=0)-N-) is located in
the immediate neighborhood of a conical intersection. These
observations are expected to have an important effect upon the
dynamical properties. Indeed, recent experiments [19,49,50] in
solution show that an ultrafast trans—cis conversion is observed
in the amide species whereas the cis form is not observed for the
sulfur-containing compound [48,50]. While no complete analy-
sis is given here — and we do not address the solution-phase case
in this work — we propose a number of elements that will play a
role in the unraveling of the experimental observations.

Fig. 1 shows the various molecular species that are addressed
in this work, along with the abbreviations that are used.

The remainder of the paper is organized as follows: Section
2 addresses the computational methods used. In the subsequent
sections, three aspects will be successively addressed: the char-
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Fig. 1. Chemical structure of the PYP chromophore and its analogs considered in the present study.
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acteristic features of the anionic chromophore as compared with
its neutral counterpart (Section 3), the twisted configurations of
the chromophore (Section 4), the chemical nature of the ester
moiety (Section 5), and certain aspects regarding environmental
effects (Section 6). Finally, Section 7 concludes.

2. Computational procedures

The work reported here relies for the most part on the second-
order approximate coupled cluster (CC2) approach [58], and
in part on the more accurate equation-of-motion coupled clus-
ter singles and doubles (EOM-CCSD) method [60-62]. The
EOM-CCSD method is characterized by a fairly high accuracy
(the maximum error is ~0.4eV) [63] with moderate computa-
tional costs and is used in this work to verify results of the less
accurate CC2 approach. It is a robust and useful tool to study
excited states of medium-size molecules (for recent applications,
see Refs. [55,56,64]) with the possibility to perform geome-
try optimization, vibrational analysis and to evaluate various
properties of excited states. EOM-CCSD calculations are, how-
ever, time-consuming and critical to computational resources
for larger systems. For molecules with more than 20 atoms
they quickly become a formidable task. An alternative is rep-
resented by the CC2 approach [58] which is somewhat less
accurate than EOM-CCSD (the maximum error is up to 0.9 eV)
[63] but requires much less computational effort. In combina-
tion with the resolution-of-the-identity (RI) approximation (for
the evaluation of the electron-repulsion integrals) [65,66], one
can address considerably (two to three times) larger systems with
CC2 than with the presently available EOM-CCSD method. Like
the latter method, CC2 allows for computing various ground and
excited state properties (oscillator strengths, dipole moments,
charge distribution) and for studying effects of geometry relax-
ation. Both CC2 and EOM-CCSD possess the size-consistency
property (important for reaction energies) and can be used in
large-scale routine calculations.

In the present study we make use throughout of the CC2
method, for treating the ground and excited states of the PYP
chromophore and related species. The method proves to prop-
erly describe most of the excited states, and in particular the
m—a*(S1) state to be addressed in detail below. A full geometry
optimization for the ground state and the m—m* excited state was
carried out, using analytical gradient techniques. The threshold
of convergence used in the geometry optimization procedure
(maximum norm of Cartesian gradient) was <1073,

The CC2 calculations with the RI approximation (RI-CC2)
were performed employing the TURBOMOLE program pack-
age [67]. The EOM-CCSD method was used as implemented
in the ACES 1II ab initio suite of programs [68]. The correla-
tion consistent valence polarized double-{ basis set (cc-pVDZ)
[69] is employed throughout in the coupled-cluster calculations.
Diffuse functions were found to have a small influence on the
excited states considered here, even in the case of deprotonated
(anionic) species (a lowering of 0.2 eV was observed on average
for the excitation energies upon changing to the aug-cc-pVDZ
basis set). We will be also interested in the first ionization poten-
tial (IP) of the PYP chromophore analogs which is evaluated with

the outer-valence Green'’s function (OVGF) method [70]. The IP
was found to be sensitive to the presence of diffuse functions in
the basis set (ignoring diffuse functions results in an IP value
that is about 0.5 eV lower). Therefore, the aug-cc-pVDZ basis
set [71] was used to evaluate the IP. The latter calculations were
performed with the GAUSSIAN program package [72].

We conclude this section with a note on the application of
time-dependent density functional theory (TDDFT), which has
been increasingly applied over the past few years for com-
puting excited states of various molecular systems (for recent
applications see for example Ref. [73]). The success of the
method is related to the low computational cost of TDDFT as
compared with wavefunction-based (ab initio) methods, which
makes it very attractive in studying polyatomic molecules. One
should, however, be cautious when using the TDDFT method
as it can give poor predictions in certain cases. The known fail-
ures of the method are spatially extended and charge-transfer
(CT) excited states (see Ref. [74] and references therein) which
are often encountered in large-sized molecules. As our pre-
vious study showed [56], excited states of the CT type exist
in p-coumaric acid (pCA) and p-coumaric thio acid (pCTA)
and should be anticipated in other analogs of the PYP chro-
mophore. One of these states (m—m*) turns out to be the state
of interest, i.e. the state that is primarily populated upon photon
absorption and is expected to be involved in the isomerisation
process [56]. De Groot et al. recently showed that conven-
tional TDDFT with the BP86, B3LYP and BHLYP functional
gives a wrong ordering of this state in the methyl-oxy-ester of
pCA [75]. In view of the above, the TDDFT method cannot
be recommended for studying the excited states of the PYP
chromophore.

3. Deprotonated versus neutral chromophore

The active form of the native PYP chromophore is the depro-
tonated (anionic) species (Fig. 1). The role of deprotonation
has been intensely discussed in the recent literature, regarding
its influence on the tuning of the absorption energy [42,76,77]
and on the various steps of the photocycle [78]. It is gener-
ally accepted that deprotonation results in a substantial red shift
of the chromophore’s absorption band, i.e., the energy of the
corresponding excited state is lowered. In various experimen-
tal works [42,76,77] the energy shift caused by deprotonation
was estimated to be about 0.5-0.6 eV. However, our calculations
predict a considerably larger value, of about 1.4 eV (see below).

The pronounced effect of deprotonation upon the excitation
energy must be due to changes in the electronic structure of the
chromophore, as a result of the presence of the negative excess
charge, and the redistribution of this charge. While the nega-
tive charge is mainly localized on the phenolate moiety in the
ground state of the anion, itis conjectured that a hybrid electronic
structure exists which combines the phenolic and quinone-like
configurations [79], as shown in Fig. 2. This should lead to
a partial delocalization of the negative charge, resulting in its
stabilization.

To provide more detailed insight into the differences between
the anionic and neutral chromophores and the influence of depro-
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Fig. 2. Phenolic (left) and quinonic (right) resonance structures for the deprotonated anionic chromophore.

tonation on the electronic structure, we compare in Fig. 3 the
patterns of the valence molecular orbitals (MO) of the deproto-
nated and protonated species. The figure shows several highest
occupied (HO) and lowest unoccupied (LU) MOs of the neutral
and deprotonated para-coumaric methyl thio-ester species, i.e.,
pCTMe and pCTMe ™, respectively. These are the principal MOs
involved in the low-lying electronic transitions of these systems.

Fig. 4 gives an overview of the relevant electronic states and
their energies, for the neutral versus anionic species; Tables 1-3
provide complementary information.

In the following, we briefly recapitulate the properties of the
neutral pCTMe chromophore, as detailed in our previous study
of Ref. [56]. Following this, the anionic pCTMe™ species will
be addressed in some detail.

pCTMe

LUMO (5.25eV)

HOMO (-8.22¢V)

.

HOMO (-3.10eV)

HOMO-3 (-10.89eV)

\
nPh

HOMO-3 (-6.57 V)

5.

HOMO-4 (-7.46 ¢V)

Fig. 3. Relevant Hartree-Fock valence molecular orbitals and principal electronic configurations for the low-lying excited singlet states of the isolated neutral
(pCTMe) and isolated anionic (pCTMe™) chromophores at the ground-state equilibrium geometry.
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Fig. 4. Diagram showing vertically excited states of pCTMe, pCTMe™ and
pCTMe™-2H,0. For pCTMe ™ and pCTMe™ -2H,O the first ionization potential
(IP) is given. The diagram is based on the excitation energies given in Table 2;
the IP value is from Table 3.

3.1. Neutral chromophore

As was found in our previous investigation [56], the neutral
chromophore features two m—r* states, with excitations on the
conjugated double bond (m—m7}) and the phenolic ring (w—}),
respectively. In addition, an n—m* state appears, involving an

Table 1
Selected bond lengths (A) and «, 8 dihedral angles (°) for pCTMe, pCTMe™~
and pCTMe™-2H; O at their equilibrium geometries of the ground state

Bond/Angle pCTMe pCTMe™ pCTMe™-2H,0O
0,-C, 1.367 1.267 1.295
Ci—-C 1.409 1.462 1.447
C—C3 1.403 1.387 1.391
C3-Cy 1.415 1.434 1.429
C4—Cs 1.420 1.436 1.430
Cs5—Cg 1.398 1.386 1.389
Ce—Cy 1.413 1.466 1.451
C4—C5 1.463 1.426 1.434
C7—Cy 1.364 1.391 1.384
Cs—Cy 1.481 1.442 1.451
Cy-02 1.234 1.241 1.239
Co-S 1.806 1.864 1.849
S—Cjo 1.817 1.816 1.816
H;---04 1.782
Hy- -0 1.782
Za 180.0 180.0 —180.0
ZB 180.0 180.0 180.0

excitation on the carbonyl moiety as well as the 3p, and 3p,
atomic orbitals of sulfur. This state is in fact the lowest-lying
excited state of the neutral species [56].

The two m—m* states are found to substantially mix, so that
their electronic structure is in general described by linear com-
binations of the m—m} and w—m} configurations [80]. When the
mixing is small, the -7} configuration can be identified as hav-

Table 2
Vertical transition energies (eV) and oscillator strength in parentheses (a.u.) for the low-lying excited singlet states of pCX, pCX~ and pCX™-2H,0 (X=TMe, Me
and M)
System Method YA (n—%) LAY (V)/m—mt YA (V)7 TA” (nph—m%)
pCTMe

cc2 4.03 (<1073) 4.37 (0.939) 4.68 (0.091)

EOM-CCSD 4.19 (<1073) 4.60 (0.562) 4.76 (0.419)
pCTMe™

cC2 4.52 (<1073) 3.10 (1.234) 4.33 (0.081) 3.37 (<1073)

EOM-CCSD 4.67 (<1073) 3.17 (1.237) 4.49 (0.055) 3.98 (<1073)
pCTMe™-2H,0

cc2 4.40 (<1073) 3.13 (1.196) 4.37 (0.053) 3.97 (<1073)
pCMe

cc2 4.88 (<1073) 4.59 (0.478) 4.77 (0.422)

EOM-CCSD 5.13 (<1073) 4.94 (0.744) 4.68 (0.103)
pCMe™

cc2 5.36 (<1073) 3.27 (1.068) 4.28 (0.089) 3.49 (<1073)

EOM-CCSD 5.55 (<1073) 3.35(1.104) 4.43 (0.061) 4.12 (<1073)
pCMe™-2H,O

cc2 5.26 (<1073) 3.34 (1.053) 4.35 (0.064) 4.16 (<1073)
pCM

cC2 4.48 (<1073) 4.82 (0.542) 4.61 (0.301)

EOM-CCSD 4.80 (<1073) 5.01 (0.717) 4.68 (0.071)
pCM~

cc2 4.89 (<1073) 3.30 (1.011) 4.26 (0.093) 3.57 (<1073)

EOM-CCSD 5.12 (<1073) 3.39(1.029) 4.40 (0.065) 4.17 (<1073)
pCM~-2H,O

cC2 4.81 (<1073) 3.40 (0.978) 4.33 (0.069) 4.24 (<1073)
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Table 3

Calculated 1st ionization potential (IP, eV) and vertical transition energy (eV)
to the S;(m—*) excited state for pCTMe, pCTMe™ and pCTMe™-2H,0. The
aug-cc-pVDZ basis set was used to obtain these results in view of sensitivity of
the IP to the presence of diffuse functions (see details in Section 2)

pCTMe pCTMe™ pCTMe™-2H,0O
P 791 2.90 3.58
Sy (m—*) 4.15 291 2.96

ing by far the dominant oscillator strength (see Table 2) [81].
We will use this criterion where possible in order to distinguish
between these states.

As shown in our previous work [56], the ground state of
the neutral chromophore exhibits a moderate dipole moment
(charge separation), with somewhat more negative charge on
the alkene part. The w—m7 transition was found to result in a
further charge transfer from the phenol ring to the alkene part of
the chromophore [56]. This charge migration trend can also be
inferred from the pattern of the w7} orbital (Fig. 3) whose elec-
tronic density is clearly distinct from the 7 orbital density. The
n—*rr’f transition leads to a charge transfer as well, in a direction
which is reversed as compared with the —mr} transition. Finally,
the -7} transition gives rise to a charge distribution which is
similar to the ground state.

We conclude this section with some comments on the qual-
ity of the CC2 method in describing the states in question. In
fact, the mixing of the m—m} and w—7} states makes it difficult
to correctly describe their electronic structure. As can be seen
from Table 2, there is not always good agreement between the
predictions of the CC2 and EOM-CCSD methods regarding the
m—m* states. Despite the relatively high accuracy of the CC2
method, this method tends to underestimate the state mixing, as
follows from a comparison of the oscillator strengths obtained
at the CC2 versus EOM-CCSD levels. In contrast to CC2, the
EOM-CCSD method predicts a strong mixing of the m—m* states
at the Franck-Condon geometry, which manifests itself in nearly
equal oscillator strengths for both —m* transitions [82]. Fur-
thermore, the CC2 method produces nonuniform deviations: in
particular, the CC2 excitation energies deviate by 0.23 eV from
the EOM-CCSD estimate for the w—r] state, but only by 0.08 eV
for the w—mr3 state; this leads to an underestimation of the energy
gap by a factor of almost 2. As for the n—7] state, both methods
are consistent in predicting that this state is the lowest excited
state, and confirm that the n—} transition has a very low oscil-
lator strength. The CC2 versus EOM-CCSD difference in the
excitation energy is 0.16 eV in this case.

3.2. Deprotonated chromophore

Deprotonation has a profound effect on the electronic struc-
ture properties, on several accounts: (i) all excited states of the
anionic species are autoionizing, i.e., metastable with respect
to electron detachment (see the ionization potential indicated in
Fig. 4 and Table 3); (ii) A new low-lying electronic state of n—m*
character appears (denoted as npp—7}), whose electron density
is localized on the np, (non-bonding) lone pair of the phenolic

oxygen; (iii) the relative energies of the m—mr], m—m3, and n—m}
states, which were already present in the neutral species, change
considerably. These aspects are illustrated in Figs. 3 and 4. We
note that the excited state energies of the isolated anionic species
(Fig. 4, Tables 2 and 3) are only well-defined within the limits
of the lifetime broading with respect to autoionization [83] (see
below).

Importantly, the m—w} state, which is the state predominantly
involved in the isomerisation, becomes the anion’s lowest-lying
excited state and is well separated from the —; state. The mix-
ing of the m—r* states is therefore negligible in the deprotonated
species and one can readily distinguish the m—7] and —7 states
by their oscillator strength. Furthermore, the electronic structure
of the m—7} and m—} states is now well described by the CC2
method, as proven by the good agreement of the CC2 and EOM-
CCSD results (Table 2). The largest deviation is observed for the
w5 state (0.16 eV) whose electronic structure involves doubly
excited configurations [84]. Despite this satisfactory agreement,
the shortcomings of the CC2 method are manifest, e.g., in the
characterization of the new np,—m7 excited state, which is not
adequately described (see Table 2): The energy of this state is
underestimated by about 0.6 eV. Still, we consider the use of the
CC2 method as an appropriate strategy, given that most of the
following discussion focusses upon the w—m7 state.

In the native protein environment, the fn'—w}k state remains the
first excited state and is again quasi-isolated [85]. Disregarding
the issue of autoionization, the electronic character of the chro-
mophore in the protein environment remains rather close to the
isolated anion [57]. It is therefore worth considering the elec-
tronic structure of the anionic chromophore in some detail (see
below).

Finally, we comment upon the fact that the excited states of
the anionic species are autoionizing, i.e., metastable with respect
to electron detachment. This in principle requires an appropriate
electronic structure treatment, using complex absorbing poten-
tials (CAPs) [86]. On the other hand, the autoionizing nature
of the states can be looked upon as an artifact of considering
the anionic species in isolation. Indeed, the ionization potential
is considerably raised in the native protein environment or in
solution. As we have shown in Ref. [57], the positively charged
Arg52 amino acid which acts as a counter-ion with respect to
the chromophore induces a twofold increase of the IP. Likewise,
the hydrogen-bond forming amino acids lead to an important
increase of the IP.

3.3. Neutral versus deprotonated chromophore: orbital
patterns

As can be seen from Fig. 3, deprotonation results in marked
changes in the 7 and 7} orbital patterns, while the 7} and n
orbitals are unchanged. We first address the changes occurring in
the 1 (HOMO) and ] (LUMO) orbitals, which are of key impor-
tance for the isomerisation process. By comparing the patterns
of the HOMO and LUMO of the neutral versus anionic species,
one can infer a systematic change in the electronic density that
apparently corresponds to a charge shift from the phenolate moi-
ety to the alkene part. This charge migration trend is indicated
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Fig. 5. Molecular structure of pCTMe™-2H;0O at the Speq point along with
the numbering of the atoms and short notations for the twisting processes (c-
twist around the C4—C7 bond, B-twist around the C;=Cg bond) which are used
throughout in the text and tables. A similar spatial structure corresponds to the
S1,1s point (see differences in Table 6).

by arrows in Figs. 2 and 3, and would eventually result in a
quinone type structure for the anionic species. This shift entails,
in particular, that the 7w-bonding structure of the C;=Cg bond is to
some extent lost, while some m-bonding character appears in the
C4—C7 bond adjacent to the aromatic ring (Table 1, see Fig. 5 for
the numbering of the atoms). The charge shift is accompanied
by significant changes in the bond lengths (indicating a par-
tial formation of the quinone structure): notably, the C;—Cg and
C1—C; bonds acquire partial single-bond character (elongation
by 0.05 A) as does the C7;=Cg bond (elongation by 0.03 A). Con-
versely, the C4—C7 bond acquires partial double-bond character
(contraction by 0.04 A). Interestingly, there is also a conspicuous
increase of the C9—S bond length. This is in fact an indication
of the charge migration to the chromophore’s alkene fragment.

Despite the tendency towards a quinone-like structure of the
HOMO orbital, the electronic ground state of the anion features
significantly more negative charge density on the phenolate moi-
ety (—0.62) than on the alkene fragment (—0.38). At the same
geometry, the S; charge distribution is —0.5 (phenolate moiety)
versus —0.5 (alkene moiety), indicating a charge shift towards
the alkene part. The difference in Sy versus S; dipole moments
is Ap = |ms, — fts,| = 3.1D.

As can be seen from Fig. 3, all orbitals experience an increase
in energy, which is largest for the @ MO (about 5.1eV). One
can therefore expect changes in the excitation energies for all
transitions involving this MO. In particular, the m—] transition
is considerably lowered in energy, to the extent that the m—m}
state becomes the lowest excited state. This can alternatively be
interpreted in terms of the stabilizing effect of the charge transfer
associated with this transition, i.e. the 17—77*1‘ transition is more
favorable in the anionic species than in the neutral chromophore,
since it results in a delocalization of the negative charge (while
the same charge migration trend leads to a localization in the
neutral chromophore, since the alkene part is slightly negatively
charged [56]).

3.4. The hydrogen-bonded pCTMe™ -2H>O species

In view of the hydrogen bonding effects present in the native
protein environment [57] which stabilize the S;(w—m]) excited
state against autoionization we will focus in the following upon
an anionic species containing hydrogen bonds with two water
molecules, i.e. the pCTMe™ -2H,0O species (Fig. 5). As can be
seen from Table 3 and Fig. 4, the IP of this complex lies 0.7 eV

higher than that of the isolated chromophore, so that the first
excited state is located below the ionization threshold. The other
excited states still lie in the ionization continuum, see Fig. 4.
Apart from the rise of the IP, there is a pronounced increase in
energy of the nyp—m} excited state (Table 2). This is clearly the
effect of the hydrogen bonding—very similarly to the effect of
the hydrogen bonds to the Tyr42 and Glu46 amino acids in the
native protein environment [57].

Hydrogen bonds to the phenolic oxygen thus have a twofold
effect in that they (i) act so as to raise the ionization poten-
tial, thus stabilizing the system against autoionization, and (ii)
change the energetics. With regard to (ii), hydrogen bonds in fact
provide a sensitive measure of the chromophore’s charge distri-
bution, in that they stabilize the states which exhibit a localized
charge distribution on the phenolate moiety. This is the case for
the Sg ground state at the Franck-Condon geometry, and for cer-
tain twisted geometries addressed in the next section. A more
detailed account of this aspect is given in Section 4.

4. Twisted S; configurations of the chromophore

As explained above, the present discussion addresses the
pCTMe™-2H, O species, whose S; (’IT—’ITT) state is stable with
respect to autoionization. Most of the following focusses on this
excited state; for simplicity of notation, we therefore denote this
state as T—m*.

In this section, we present results of a full geometry optimiza-
tion for the m—m* state. Three stationary points are identified on
the S1(m—*) potential energy surface: a quasi-planar configura-

tion of the chromophore corresponding to a saddle point (S Ts)

and two twisted structures (S¢ ., and Sf min)» With respect to

either the C4—C7 bond (formally a single bond) or else the C7=Cg
bond (formally a double bond). In the following, we successively
address these three structures (Section 4.1). Various data relevant
for the discussion are reported in Tables 4—7.

The existence of a twisted excited-state structure with respect
to the C4—C7 single bond which is adjacent to the aromatic ring
may first seem surprising. Its appearance is connected to the par-
ticular electronic structure properties of the anionic species in
the ground state, i.e., its partial quinone-like character (Section
3). The existence of such a twisted structure has been suggested
previously [20,27,33], but no explicit characterization of this
structure has been performed so far. Below we will comment in

Table 4

Ground state (Sg) and excited state (S;) permanent dipole moments (D) and
their difference A = |jis, — [is, | (D) for the pCTMe™-2H,O species at the
different stationary points. Only dipole moments within a given geometry can
be compared?®

So.eq Si1s S min Sf, min
So 8.8 8.7 11.6 2.1
N 2.9 1.6 5.4 11.7
Ap 6.0 7.1 16.9 12.5

? The dipole moment for a charged system depends on the origin and orienta-
tion (geometry) of the system. The origin for the species discussed in the table
is at their center of mass. Comparison of the dipole moments at the different
stationary points is not meaningful since the molecular geometries are different.
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Table 5

Ground and excited state integrated Mulliken charge distributions (calculated using CC2 density matrices) partitioned between the chromophore ring and alkene part

for the pPCTMe™-2H, 0O chromophore at different stationary points

So.eq Sits S?,min Slﬂ,min

So N So N So N So Sy
Chromophore ring —-0.71 —-0.53 —-0.71 —-0.51 —0.87 —0.25 —0.39 —0.76
Alkene part —-0.29 —0.47 —0.29 —0.50 —0.13 —0.75 —0.61 —-0.24
Table 6 around the C4—C7 bond. (That is, S; Ts separates two symmet-

Selected bond lengths (A) and a, B dihedral angles (°) for pCTMe™-2H,0 at
the different stationary points

Bond/Angle So.eq Sirs S imin Sllg. min
0,-C; 1.295 1.319 1.296 1.308
C-C, 1.447 1.441 1.446 1.443
Cr—C3 1.391 1.404 1.391 1.394
C3-Cy 1.429 1.422 1.435 1.435
Cy4—Cs 1.430 1.428 1.431 1.435
Cs—Csq 1.389 1.408 1.392 1.393
Ce—C 1.451 1.433 1.447 1.445
Cy4—Cq 1.434 1.484 1.477 1.424
C7-Cg 1.384 1.404 1.428 1.464
Cg—Co 1.451 1.439 1.412 1.456
Cy—0, 1.239 1.256 1.260 1.234
Co-S 1.849 1.870 1.921 1.848
S—Cio 1.816 1.815 1.811 1.816
H;---0 1.782 1.820 1.895 1.756
Hy---Oy 1.782 1.824 1.893 1.755
Za —180.0 180.0 —89.2 —178.6
ZB 180.0 179.9 162.5 —89.6

some detail upon the characteristics of this structure as com-
pared with the structure resulting from a twist with respect
to the C;=Cg double bond.A number of observations will be
made regarding the evolution of the charge distributions as a
function of geometry. These observations include a polarization
effect when moving towards the twisted geometry, and a charge
inversion in the Sp and S; states at the twisted geometries.

4.1. Stationary structures

4.1.1. S; 15 stationary point

The first stationary point obtained by allowing structural
relaxation from the FC geometry corresponds to a quasi-planar
geometry of the chromophore, i.e. no twist occurs (Fig. 5).
We denote this stationary structure S; Ts, since it corresponds
to a saddle point (transition state) with respect to the torsion

Table 7

rically disposed minima — denoted S{ ; below — that result

from clockwise or counterclockwise rotation around the C4—Cy
bond.) The saddle point character of the S; Ts geometry is con-
sistent with the observations of Ref. [27]. Relaxation to the
SiTs geometry involves alterations of the bonds and valence
angles of the pCTMe ™ -2H;0O complex, and leads to an energetic
lowering by 0.11eV. The process is characterized by a moder-
ate elongation of the C4—C7, C7;=Cg, C9—O; and Cy—S bonds
(Table 6).

An interesting observation concerns an elongation of the
hydrogen bonds, by about 0.04 A as compared with the So.eq
geometry (Table 6). This indicates a reduction of the electron
density (negative charge) on the phenolate oxygen in the S;
state as compared to the ground state. This trend is consistent
with the charge distribution properties discussed in Section 3,
i.e., the Sy state features a marked delocalization of the negative
charge towards the alkene moiety.

4.1.2. Twisted structure with respect to the C4—C7 bond

As has been noted above, the S; g structure is a saddle point
with respect to torsion around the C4—C7 bond [27]. Relaxation
with respect to torsion leads to the stationary point ST ., with
an a(C3C4C7Cyg) twist angle of o =—89.2° (Fig. 6) [87]. This
confirms and extends the finding by Groenhof et al. [33] that
in the isolated anionic chromophore, a barrierless path leads
from the Franck-Condon geometry to the single-bond twisted
minimum [88].

As already mentioned, both the existence of the single-bond
twisted minimum and the fact that the system spontaneously
evolves towards this minimum are surprising. We attribute this
to the partial double-bond character of the C4—C7 bond. Given
that the HOMO of Fig. 3 reflects the partial formation of a C4—C7
double bond while the LUMO is non-bonding, torsion is favor-
able in the excited state—very similarly to the situation for a
true double bond. Clearly, the partial quinone-like character of

Relative changes of the ground state (Sp) and excited state (S;) energies (eV) and absolute values of the S;—S energy gap (eV) for pPCM~-2H,0, pCMe~-2H,0 and

pCTMe™-2H, O at the different stationary points

pCM™-2H,0 pCMe™~-2H,O pCTMe™-2H,0

So S S1-So So S1 S1-So So N S1-So
So,eq 0.00 3.40 3.40 0.00 3.34 3.34 0.00 3.13 3.13
Si.Ts +0.15 —0.13 3.07 +0.14 —0.11 2.88
Stly,min +1.24 —0.26 1.89 +1.23 -0.27 1.84 +1.12 -0.39 1.62
s? +2.53 —0.80 0.07 +2.44 —0.72 0.19 +2.16 —0.56 0.42

1,min
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Fig. 6. Molecular structure and patterns of the HOMO and LUMO for
pCTMe™-2H,0 at the Slll, min Minimum. In addition, the HOMO/LUMO energies
are shown.

the chromophore relates to this second torsional path, besides
the double-bond twist.

The S‘j‘,min structure is about 0.28 eV lower in energy than
the S Ts structure and corresponds to a local minimum. The
So—Si energy gap is Ag,—s, = 1.62eV at S ;. as compared
with Ag, _s, = 2.88¢eV at Sy s. As can be seen from Table 6,
the S;, geometry features a slight twist around the C7=Cg
bond, with a g torsional angle (C4C7CgCo) of 8=162.5° versus
B=179.9° at the S; s geometry. Further, a slight elongation
of the C;=Cg bond occurs, along with a marked lengthen-
ing of the Co—S bond—a sign of an enhanced migration of
the electronic charge to the chromophore’s alkene moiety (see
below).

Fig. 6 shows the HOMO and LUMO molecular orbital pat-
terns at the S(f,min geometry. Comparison with the MOs at the
planar geometry (Fig. 3) shows a certain similarity. Yet, there
are noticeable differences, which mainly concern the localiza-
tion of the HOMO/LUMO electron density on the phenyl versus
alkene moiety. In particular, the HOMO density is concentrated
primarily on the phenolic part, with a p-type atomic orbital on
the C4 atom (Fig. 6). This is in contrast to the HOMO at the
Franck-Condon geometry (Fig. 3) which clearly shows electron
density on both the phenyl and alkene parts and exhibits a trend
towards the formation of a C4—C7 double bond. The LUMO
at the S(f,min geometry is seen to have experienced analogous
changes: The electronic density is now localized exclusively
on the alkene fragment, with a p-type orbital on the C7 atom.
Overall, the new patterns of the HOMO and LUMO exhibit a
deconjugation (uncoupling) of the m-electron system, yielding
two orthogonal m-electron subsystems localized on the phenyl
versus alkene fragments, respectively. This uncoupling effect is

a general phenomenon occurring at the twisted geometries of
polyenes (see, e.g., Ref. [89]).

As a result of these changes in the HOMO and LUMO pat-
terns, a pronounced change of the charge properties occurs,
in that the charge distributions become more “polarized” (see
Table 5). While the integrated charges over the phenyl versus
alkene moieties in the S1(m—*) excited state correspond to the
ratio 0.53:0.47 at the Franck-Condon geometry (and 0.50:0.50
at the Sy s geometry), the ratio is 0.25:0.75 at the S(f,min geom-
etry. Clearly, a substantial shift of the negative charge towards
the alkene part has taken place in the S; state. At the same
time, the Sp ground state shows the opposite polarisation, with
a charge ratio of 0.87:0.13. This evolution is also reflected
in the difference in dipole moments between the S; and Sy
states, which increases from Ap = |fis, — fis,| = 6.4 D at the
Franck-Condon geometry to A =16.9 D atthe S{ ;. geometry
(Table 4). ’

The hydrogen bond lengths again turn out to be a sensitive
indicator of the charge properties. Indeed, a further significant
lengthening (by about 0.07 A) is observed. At the ST min ge0m-

etry, the hydrogen bond lengths are thus increased by 0.11 A as
compared with the equilibrium geometry of the ground state.
This again reflects that torsion around the C4—C7 bond state
results in a pronounced Si charge transfer from the phenolate
oxygen in the direction of the alkene part.

4.1.3. Twisted structure with respect to the C;—=Cg bond

Twisting around the C7=Cg bond by an angle 8 <55° and
allowing for geometry relaxation again leads to the «-twisted
minimum, i.e., the S‘f’min stationary point addressed in the
preceding section. In order to reach the stationary point corre-
sponding to the C7=Cg twist (S’i3 ,min) (Fig. 7) [90], itis necessary
to start from a configuration that is already strongly twisted
around the C7=Cg bond, by at least §~ 60°. This indicates that
a substantial barrier [91] (located around 8~ 55°) must exist
with respect to the B-torsion, in qualitative agreement with the
findings by Groenhof et al. [33].

The relaxation process ends at a torsional angle of = —89.6°.
The S'IB min Structure (Fig. 7) that is thus obtained is by 0.17 eV
lower in energy than the S . structure. The S;-So energy
gap is Ag,_s, = 0.42¢€V, i.e., much smaller than the gap of
Ag,_s, = 1.62eV for the S§ . structure.

1,min
The Sf ‘min Stationary point is characterized by torsional
angles f=—89.6° and @ = —178.6°. Besides, one can note a fur-
ther elongation of the C7=Cg bond and a marked shortening of
the C4—C7 and Co—S bonds as compared with the values at the
ST min geometry (Table 6). These latter bonds nearly acquire
their ground state bond length values. As will become clear
below, these changes indicate a charge migration from the alkene
fragment “back” to the phenolic part of the chromophore.
Inspection of the HOMO and LUMO orbital patterns (Fig. 7)

atthe S’l5 _min POINt shows a deconjugation of the initial w-system,
similar to the case of the S{ . stationary point. The C7;=Cg -
bond is clearly broken, and the C7 and Cg atoms now exhibit
orthogonal p-type orbital patterns. From Fig. 7, the HOMO

and LUMO orbital patterns are such that the HOMO electronic
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Fig. 7. Molecular structure and patterns of the HOMO and LUMO for
pCTMe™-2H,0 atthe S'f ' min Minimum. In addition, the HOMO/LUMO energies
are shown.

density is concentrated on the alkene part, while the LUMO
density is concentrated on the phenolic part. This distribution
is inverted as compared with the S{ . structure. This is borne
out by the observed dipole moments (Table 4) and charge dis-
tributions (Table 5) which feature a 0.76:0.24 (S{) ratio for the
phenyl versus alkene integrated charges. That is, the S; state
now exhibits a localization of the negative charge on the pheno-
late moiety, whereas the Sy state is of charge transfer character
(with a charge ratio 0.39:0.61).

Note that the occurrence of different orbital localization pat-
terns upon twisting around different bonds in conjugated systems
was previously reported by Momicchioli et al. (see e.g. Ref. [92]
and references therein) as well as by Dekhtyar and Rettig [93].

What is the source of this inversion of the charge charac-
ter? In the next section we analyze this phenomenon in terms
of the biradicaloid state theory developed by Bonaci¢-Koutecky
et al. [94,95] for ethylene and protonated Schiff bases. We fur-
ther refer to related work by Dekhtyar and Rettig who propose
a unified biradicaloid theory for double and single bond twisted
geometries [93], partially drawing on the concept of twisted
intramolecular charge transfer (TICT) states [96]. The present
analysis sheds some light on the previous observations of Ref.
[33] which correctly identified the charge distribution at the
Sfmin minimum, but did not comment upon the evolution of
the charge distribution as a function of geometry.

Finally, the above charge transfer trend is again underscored
by the evolution of the hydrogen bond lengths. Thus, the s?

1,min

state exhibits substantially shorter hydrogen bonds than those

-0.50/-0.50
30 L0.251:0.75 -0.76/-0.24
$,(dd)
1 s(da)
-0.39/-0.61
207 Shp)

Energy (eV)

-0.87/-0.13
107 Syhp)

0.0 -0.71/-0.29
T T T

10 y B
S 1.min S LTS § 1.min

Fig. 8. Diagram showing energies and integrated charge distribution (“phe-
nol part” vs. “alkyl part”) for the ground (Sp) and excited (S;) states of
pCTMe™-2H,0 at the S‘l’“min, SiTs, and s? stationary points. At the S¢

1, min 1, min
and S'f min POINtS the electronic configurations of the states are indicated in terms

of “dot-dot” (dd) and “hole-pair” (hp) notation (see Section 4.2 for details).

found at the S{ ; structure, with values that are even smaller

than at the equilibrium of the ground state (Table 6).

4.2. Interpretation in terms of the biradicaloid state theory

In Fig. 8, we present a diagram summarizing our findings
for the charge distributions in the ground (Sp) and excited (S1)
states of the pCTMe™-2H,0 chromophore at the three station-
ary points (S1,1s, S{ 1, and S’f’min). Based upon this diagram,
we briefly recapitulate: (i) At the S 1s geometry, the negative
charge is predominantly localized on the phenyl moiety in S,
while a migration of the charge towards the alkene part occurs
in Sq(m—7*) (leading to a balanced charge distribution in the
excited state). (ii) The C4—C7 bond twist (S‘fmin) results in a
polarization effect that enhances the localization of the nega-
tive charge on the phenyl moiety in Sp, and the localization of
the charge on the alkene moiety in Sj. (iii) The C7=Cg bond
twist (S’imin) gives rise to the “inverse” polarization effect,
i.e., a localization of the negative charge on the alkene part in
So, and on the phenyl moiety in S;. Furthermore, an opposite
HOMO versus LUMO localization is observed for the S

1,min
versus Sf min Zeometries, i.e., the HOMO is localized on the
donor (phenolate) side for the S ;| geometry, but on the accep-

tor (alkene) side for the S’imin geometry (and vice versa for
the LUMO).

These observations suggest that a biradicaloid model [94,95]
for the twisted geometries could explain certain characteris-
tic features of the twisted structures. In the following, we will
therefore give a brief perspective on the biradicaloid state the-
ory, following in part previous work by Bonaci¢-Koutecky et al.
[94,95], and the unifying description of single versus double-
bond twisted geometries provided by Rettig and collaborators
[20,93].
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Our starting point is the two-electron two-orbital model as
discussed by Bonacié¢-Koutecky et al. [94,95], which charac-
terizes biradicaloid structures arising at twisted double-bond
geometries. The model uses a minimal basis of localized p-
orbitals at the atomic centers of the twisted double bond. This
localized orbital description is most appropriate at the twisted
geometry where the m-bonding structure is lost (“m-decoupling
effect”). In extended conjugated systems where the single bonds
acquire partial double-bond character, an analogous description
holds for single bond twisted geometries [93]. As can be seen
from Figs. 6 and 7, the p-orbital description is entirely consistent
with the structure of the HOMO and LUMO orbitals both at the
S’lg min @nd, ST ;) geometries.

Using this minimal model, two-electron configurations are
constructed in the localized p-orbital basis. According to Refs.
[94,95], the relevant configurations include a “dot-dot” (dd) con-
figuration, with the two electrons occupying different orbitals,
and two “hole-pair” (hp) configurations with both electrons
occupying one or the other orbital. For polar double-bond sys-
tems, two out of these three configurations are generally most
relevant for the S1-Sq interaction, i.e., the dd (pief—Pright) con-
figuration and one of the hp configurations (e.g., pr2ight)' These
features are essentially confirmed by detailed electronic struc-
ture calculations for protonated Schiff bases like retinal [97,98].
As shown by Rettig and collaborators, a very similar picture
holds for single bonds in twisted stilbenoid systems [93].

The hp and dd configurations are uncoupled at the 90°
twisted geometry, but start to mix when moving towards the pla-
nar Franck-Condon geometry. The absence of configurational
mixing at the twisted geometry accounts for the observed polar-
ization effect, i.e., the observed charge separation and increase
in dipole moments. As pointed out in the preceding section, the
charge polarization effect is maximal at the 90° twisted geom-
etry. Therefore, the charge separation is more extreme at the

{ min and S’l3 ‘min &e0ometries as compared with the S ts geome-
try (see Fig. 8). Due to their opposite charge character, transitions
between the two relevant configurations will involve an over-
all shift, or translocation of the excess charge. Again, a strong
analogy exists with respect to the charge translocation effect
observed for retinal and other protonated Schiff bases [94,98],
which exhibit a positive excess charge.

When focusing on the twisted bonds, the HOMO/LUMO
orbitals of Figs. 6 and 7 can be identified with the piet/prignt local-
ized orbitals; hence, one can identify the configurations as fol-
lows: hp =(HOMO)*(LUMO)?, and dd = (HOMO)!(LUMO)'.
This assignment holds for both twisted bonds; however, the hp
configuration entails a localisation on the phenyl part for the

¢ min geometry and a localisation on the alkene part for the

S’lg ‘min geometry. The energetic ordering of these configurations
will in general depend upon the interplay of the HOMO/LUMO
gap and the electron—electron repulsion [93-95].

In Fig. 8, the configurations obtained in our calculations for

the SY ;, and S’f _min geOmetries are characterized in terms of
their dd versus hp character, and the charge distribution over
the phenyl/alkene moieties is indicated. At both geometries, the

S1 configuration is found to be dd, while the Sg configuration is

T . B
hp. Importantly, the charge localisation is opposite for the Sy .

versus S§ | . geometries: While the negative charge is localized
on the alkene side for the S{ .  geometry —in conformity with
the prevailing S; charge distribution — the charge is localized

on the phenyl side at the S/imin geometry. The S'imm charge
distribution is thus “inverted” as compared with the dominant
charge character of Sj.

What is the source of this inversion of the charge charac-
ter at the Sf .min Minimum? It is a direct consequence of the
HOMO/LUMO localization, which was found to be inverted
as compared with the single-bond twist, as pointed out above
(i.e., the HOMO is localized on the acceptor (alkene) moiety,
while the LUMO is localized on the donor (phenyl) moiety
for the Sf .min geometry). This observation is entirely consistent
with the general rules proposed by Dekhtyar and Rettig [93] for
double-bond versus single bond twists. This localization pattern,
in conjunction with the dd/hp energetic ordering determines the
charge character of the respective states. Since the small S;—Sg
energy gap at the S’l3 ‘min Minimum indicates the vicinity of a
conical intersection (in accordance with Ref. [33]), a change of
the configuration ordering and an accompanying charge inver-

sion is expected in this region of configuration space. We thus
conjecture that the S’imin geometry is located in a region with
an “atypical” Sy charge distribution, close to this intersection.
A similar charge inversion close to the S1—S( conical intersec-
tion is observed for retinal type systems, as shown in our recent
analysis [99,100] and related work by Robb and collaborators
[97] and Martinez and collaborators [98].

5. Influence of a-carbonyl heteroatoms

The nature of the heteroatom bonded to the carbonyl moiety
(i.e., sulfur in the case of the native PYP chromophore) poten-
tially plays an important role in the energetics and dynamics
of the chromophore. That is, one expects noticeable differ-
ences to occur between the thio-ester (—(C=0)-S—CH3), ester
(-(C=0)-0-CH3), and amide (—(C=0)-N-CH3) species.
Indeed, a series of recent experiments for various chromophore
analogs in solution [8,49,50] suggests that the isomerisation
behavior strongly depends upon the chemical nature of the
o-carbonyl heteroatom. Specifically, the isomerisation yield
decreases in the sequence N-O-S, and the formation of a cis
isomer is in fact only clearly observed for the amide species
[49,50]. (In this case, the S; decay time scale is in the range of
2.4-4.0ps [50] as compared with ~1.9 ps in the native protein
[19] and ~10ps in the denatured protein [19].) In the follow-
ing, we will therefore address the effect of the heteroatom on
the electronic structure properties described in the preceding
sections.

5.1. Franck-Condon geometry: neutral versus anionic
species

According to our previous work on the neutral chromophore
[56], the most pronounced influence of the heteroatom concerns
the non-bonding n molecular orbital, which has a direct partic-
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ipation of the heteroatom atomic orbitals. As a result the n—*
state (from here on w* = 7}) turns out to be the lowest-lying
excited state in the neutral p-coumaric thio acid (CTA) species
as well as in the pCTMe ester species. This is in contrast to the
oxygen substituted analogs p-coumaric acid (CA) and pCMe
[56]. In the following, we therefore first detail our findings for
the n—m* state, and then turn to the effect of the heteroatom
on the m—m* state. This will prepare the ground for the subse-
quent discussion (Section 5.2) of the heteroatom influence on
the isomerisation.

5.1.1. The n—m* state

In Ref. [56], we have carried out a detailed analysis of the
role of oxygen versus sulfur in the neutral CTA versus CA chro-
mophores. According to this analysis, the n—m* state is the
lowest excited state of the CTA species, but lies almost 1eV
higher in CA, where it turns out to be the third excited state.
This enormous difference is due to the higher energy of the n
MO in the case of sulfur, and can eventually be traced back to
the higher energy of the 3p atomic orbitals (AOs) of sulfur as
compared with the 2p AOs of oxygen. This analysis applies in
particular to the comparison between pCTMe and pCMe.

In the amide species (pCM), the n MO turns out to be inter-
mediate between the energies of this MO in pCTMe and pCMe.
One would therefore expect that the n—m* state in pCM is lower
in energy than in pCMe but higher in energy than in pCTMe
(Table 2). According to our — very accurate — EOM-CCSD cal-
culation the n—* state is found to be the second excited state
in the pCM species while the CC2 method predicts that the state
is the lowest one (Table 2).

In the anionic species, the state ordering changes signifi-
cantly, as detailed in Section 3. The n—m* state now lies above
the m—mr}, m—m3 and np,—7* states (Table 2). Still, compari-
son between the S-, O- and N-substituted species shows that the
above trends again hold, i.e., the sulfur substituted species fea-
tures the lowest-lying n—m* state (Table 2). It is interesting to
note that the n—m* state seems to be the second excited state
of the chromophore in native PYP. This was established in the
experimental study by Borucki et al. [101] and is also supported
by our recent investigation [57].

5.1.2. The m—m* state

As can be seen from Table 2, the w—r* state is also affected
by the heteroatom, even though to a lesser extent than the n—m*
state. Its energy is lowest for the S-substituted chromophore
and successively increases for the O- and N-substituted species
(Table 2). The red shift of the m—m* state in the presence of
sulfur is in a qualitative agreement with the findings of previ-
ous experimental studies [42,76]. The observed shift apparently
correlates with the stronger electron acceptor properties (elec-
tron affinity) of —-(C=0)-S—CHj3 as compared with those of
—(C=0)-0-CH3 and -(C=0)-NHjs. This is also in agreement
with the somewhat higher IP of the S-substituted chromophore
as compared with the O- and N-substituted species (i.e., for
pCTMe™, pCMe™ and pCM™ the respective IPs are 2.90, 2.75
and 2.70eV) [102]. Since the m—* transition involves a neg-
ative (electron) charge migration to the alkene part, it is more

favorable for the stronger electron acceptor —(C=0)-S-CHj3
than for the weaker ones —(C =0)-O—CHj3 and —(C=0)-NH,.
Hence, the m—r* state is energetically lowered in the case of the
S-substituent.

5.2. Heteroatom influence on twisted geometries

Given that the experimental studies of Refs. [8,49,50] indi-
cate a strong heteroatom effect on the observed isomerisation

dynamics, we examine here the changes occurring in the energet-

ics of the twisted extrema (S§ ., Sf min) 1dentified in Section 4.

Again, we are not able to provide a full picture of the heteroatom
influence — which would involve, in particular, the influence on
the reaction path barrier(s) — but we focus here upon the sta-
tionary geometries which have been examined in the previous
section.

Among the three S stationary points of the pCTMe™-2H,0

species (Section 4), the two twisted minima —i.e., the S | ; and

Sf’min stationary points that correspond to torsion around the
C4—C7 single bond and C;=Cg double bond, respectively —
exist for all heteroatom substitutions as well. They are ener-
getically shifted, in a way that is further explained below, but
the basic S; topology around these stationary points should
remain unchanged. As for the planar S s point (Section 4), this
point was localized for the pCMe™-2H,0 and pCTMe™-2H,0
species, but it was not found for the nitrogen substituted species
(pCM™-2H,0): That is, relaxation from the FC region leads
directly to the twisted geometry Sﬁ" imin 0 the pPCM™-2H, O case.
(However, we assume that the stationary point in fact does exist
in the amide species as well.)

For all three chromophore species, the general pattern of
geometry relaxation thus remains the same. That is, relaxation
from the FC point initially involves alteration of the bond and
valence angles, leading to an intermediate saddle point geome-
try (S1,1s). From there, a barrierless process leads to the twisted
minimum with respect to the single bond. The second minimum
geometry, relating to a twist around the double bond, can only be
accessed by surmounting a barrier [91].Given these similarities,
the heteroatom effect mainly relates to a change of the energet-
ics, as illustrated in Table 7 and Fig. 9. The following trends are
observed:

o

(1) For the a-twisted geometry SY .., the S|=S¢ energy gap
decreases in the order N (As,_s, = 1.89¢eV) versus O
(As,—s, = 1.84¢V) versus S (Ags,_s, = 1.62¢eV). This is
in agreement with an increasing stabilization of S; as a
function of the electron acceptor strength.

(i) For the B-twisted geometry (S’imin), the inverse trend is
observed: i.e., the S1—S¢ energy gap (below referred to
as B energy gap) decreases in the order S (As,_s, =
0.42eV)versus O (Ag, _s, = 0.19eV) versus N (Ag, _s, =
0.07 eV). A stabilization of S; occurs with decreasing elec-
tron acceptor strength. Note that the stabilization is more
pronounced in the presence of hydrogen bonding. (In fact, in
the absence of hydrogen bonding, the S1—S¢ gap in pCTMe ™
lies at 0.84 eV—exactly the same as the value determined
by Groenhof et al. [33].)
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Fig. 9. Comparison of the Sj(w—m*) transition energies for pCM™-2H,0,
pCMe™-2H,0 and pCTMe™-2H,O at the different stationary points. For each
chromophore, the respective ground state (CC2) energy at So,eq is taken as the
origin.

These observations are consistent with the opposite charge
character of the two minima, as discussed in the preceding sec-
tion. That is, the S'lS min geometry favors electronic density to
remain on the phenﬂfl moiety (thus disfavoring strongly elec-
tron accepting heteroatoms). By contrast, at the S‘i‘, min MiNimum
geometry, a displacement of the electronic density towards the
alkene moiety is favored.

The variation of the B energy gap as a function of the sub-

stituent (Table 7) implies that the distance between the S’ls min
minimum and the location of the S;—Sg conical intersection
varies as a function of the substituent. This could have an
important bearing upon the dynamical process: i.e., the coni-
cal intersection could become far easier accessible in the case of
the N heteroatom than in the case of sulfur. This could be a pos-
sible reason for the differences observed in the solution-phase
transient spectroscopy of the amide species as compared with
the thio-ester: The amide exhibits photoisomerisation without
formation of a spectroscopically observable intermediate, while
the thio-ester is found to mainly relax to the initial trans form,
via an intermediate that is spectroscopically observed [50]. The
ester (i.e., oxygen-containing species) shows an intermediate
behavior. However, the present study can provide only qualita-
tive indications, in particular since the solvent influence can be
substantial.

6. Influence of the environment

Due to the anionic nature of the chromophore and the marked
charge transfer character of the S1—Sy transition, the influence of
environmental effects is expected to be very pronounced. This
concerns both electrostatic interactions with a polar/polarizable
environment and hydrogen bonding interactions. In the native
protein environment, an intricate interplay of various effects
is observed, that can be selectively probed by comparing var-
ious mutants [24,40]. We have recently carried out an ab initio

study that aims to unravel the effects of the individual amino
acid residues on the PYP chromophore in its native protein
environment [57]. In solution, the situation proves complex as
well, involving both polarity and viscosity effects [8,19,46,48].
While the present paper does not focus on the influence of
the environment, we summarize a number of observations for
the pCTMe ™ -2H;0O and pCTMe ™ -2H;O[Arg52] species, along
with certain conjectures put forward by Groenhof et al. [33]
regarding the influence of the protein environment upon the
electronic structure and dynamics.

As shown in our recent investigation of the PYP chromophore
in its native protein environment [57], the excited-state elec-
tronic structure in the presence of the environment essentially
retains the features described in this paper. In particular, the
Si(m—m*) state is quasi-isolated from the remaining manifold
of excited electronic states. The chromophore in the native PYP
environment should thus be considered as a specifically stabi-
lized pCTMe™ species. The same general observation holds true
for the small complexes considered here.

6.1. Hydrogen bonding

An aspect that has already been discussed above (Section
3.4), and that is implicitly present in all of the calculations
presented here, concerns the role of hydrogen bonding. The
present study has in fact largely focussed on the hydrogen-
bonded species pCTMe™-2H,O, whose ionization potential is
significantly increased as compared with the bare chromophore.
In the case of the native PYP chromophore, hydrogen bonding
plays a similar role, but the dominant stabilization effect derives
from the presence of the positively charged Arg52 residue that
acts as a counter-ion [57].

Besides the effect of augmenting the ionization potential, the
presence of hydrogen bonds has a marked effect on the energet-
ics. This is clearly the case in the native protein, where hydrogen
bonds to the Tyr42 and Glu46 amino acids provide the dominant
energetic stabilization of the anionic species. As pointed out in
Section 3.4, these energetic effects are mainly due to the chro-
mophore’s charge distribution: Hydrogen bonds tend to stabilize
the states which exhibit a localized negative charge on the pheno-
late moiety. This is the case, in particular, for the Sg ground state
at the Franck-Condon geometry, and for the a-twisted minimum.
By contrast, the Sy state at the S’f min twisted minimum is desta-
bilized since it exhibits an inverted charge distribution. At the
same time, the S state at the S-twisted minimum geometry is sta-
bilized, leading to a decrease of the S;—S¢ gap of approximately
As,—s, = 0.4eV as compared with the “bare” chromophore
(i.e., the gap for the bare chromophore is 0.8 eV while the gap
for the pPCTMe ™ -2H,0 species is Ag, s, = 0.4¢eV). The effect
at the o-twisted minimum is opposite to this. These observations
coincide with and explain the findings of Yamada et al. [27].

6.2. Role of the Arg52 residue

As mentioned above, the Arg52 residue plays the role of
a counter-ion in the protein environment, and leads to a rise
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of the ionization potential by several eV [57]. Besides its dra-
matic effect upon the ionization potential, the Arg residue is not
found to play an important role as far as the energetics at the
Franck-Condon geometry is concerned. This may appear sur-
prising, since Coulombic interactions are expected to play an
important role. However, as explained in further detail in Ref.
[57], Coulombic effects act equally on the different states (at the
Franck-Condon geometry)—hence, no net effect on the state
separation appears. This is confirmed by various experimental
investigations.

Despite these observations, the recent study by Groenhof et
al. [33] suggests that the Arg52 residue has an extremely impor-
tant energetic effect at the B-twisted geometry. As a result of the
QM/MM calculations reported in Ref. [33], the S;—So energy
gap at the -twisted minimum decreases from Ag, _s, = 0.8eV
(80kJ/mol) to As,—s, = 0.01eV (1kJ/mol) in the protein. A
complementary calculation for the Arg52Gly mutant yields a
10-fold larger gap (As, —s, = 0.1eV, or 10 kJ/mol). The authors
conclude that Arg52 plays a dominant role in stabilizing the

S’f’min twisted structure.

While our calculations are in rather exact agreement with
the value reported for the in vacuo energy gap of Ref. [33],
As,—s, = 0.8€V, a calculation including the Arg52 residue
yields a stabilization by only 0.3 eV, i.e., As,_s, = 0.5eV. The
lack of agreement can be attributed to the fact that the position
of the Arg52 residue might not be identical in the respective
calculations. Notably, Ref. [33] asserts that the Arg52 residue is
“located just above the negatively charged chromophore ring”.
By contrast, the geometry we refer to here corresponds to the
X-ray data of Ref. [18] and implies that the Arg52 residue is
located sideways with respect to the chromophore. The question
of geometry effects thus remains to be clarified.

The study of Ref. [33] further suggests that the presence of
the Arg52 residue leads to an important topology change, in that
the o-twisted minimum would disappear while the B-twisted
minimum would become directly accessible. However, as our
preliminary calculations show, the twist around the C4—C7 bond
in the presence of Arg52 still leads to a lowering of the S (—7*)
state, i.e. the S‘f’mm minimum again exists. The conclusion of
Ref. [33] is therefore not confirmed and further studies will be
necessary to clarify this key aspect.

7. Conclusions

We have reported on high-level ab initio (CC2) calculations
for selected geometries of the PYP p-coumaric thio-ester chro-
mophore and various heteroatom substituent analogs. Particular
emphasis was placed on the S;(w—*) state which plays a cen-
tral role in the photochemistry of PYP. Even though the present
study does not give a comprehensive picture of the Sy state topol-
ogy and the S;—Sp nonadiabatic coupling region, certain key
aspects have been identified that will determine the isomerisation
process. These aspects are briefly summarized here:

(i) The Si(wm—m*) state is essentially isolated from the other
excited states of the anionic species; thus a two-state S1—Sg

(i)

(iii)

(iv)

v)

(vi)
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model for the isomerisation is appropriate. This is in con-
trast to the neutral chromophore, where the S1 and S states
are close even at the Franck-Condon geometry [31,56]. As
we have recently shown [57], the picture of an isolated S
state carries over to the chromophore in its native protein
environment.

The anionic chromophore features a strong admixture of a
quinone-like structure, such that the single bond adjacent
to the phenol ring acquires some double-bond character,
while the double bond conjugated with the ring acquires
some single-bond character. In the Sg ground state, the neg-
ative charge remains essentially localized on the phenolate
moiety, while the S state features a pronounced charge
migration to the alkene part.

The chromophore features two torsional pathways lead-
ing to the respective minima S . and Sf’min. That is,
besides the conventional double-bond twist (), a twist
with respect to the single bond adjacent to the aromatic
ring (o) becomes accessible. This can be interpreted as
a consequence of the chromophore’s quinone-like elec-
tronic structure features. The S . minimum is reached
by a barrierless process from the FC geometry, but does
not lead to an S;—Sp nonadiabatic decay since the S1—Sg
gap remains substantial (Ag,_s, = 1.62¢eV). By contrast,

the S/f _min minimum is located much closer to an S1-Sy
intersection (Ag, s, = 0.42eV); however, this minimum
cannot be reached directly from the FC geometry.

The S charge distribution exhibits substantial changes as
a function of geometry. In particular, (i) a marked polar-
ization effect, i.e., charge separation trend, is observed at
the twisted minima, and (ii) an inversion of the electronic
structure character is observed for the S’f _min Minimum. We
conjecture that this is due to the vicinity to a S1—S¢ conical
intersection. Certain features of the charge evolution can be
accounted for by a two-electron two-orbital model (Section
4.2).

The S;1=Sp gap is a sensitive function of the heteroatoms
(S, O, N). In particular, the N-substituted species features
an energy gap at the Sf,min geometry that is as small as
Ag,—s, = 0.07¢eV, as compared with 0.42¢eV for the S-
substituted chromophore (Section 5). This can have an
important bearing on the dynamical process. As suggested
by recent experiments in solution [8,49,50] the yield of the
cis isomer is much higher in the case of the N-substituted
species as compared with the O- and S-substituted chro-
mophore analogs (in these latter cases, the cis form is
essentially not observed). This could be a consequence
of the fact that the S1—S( conical intersection is signifi-
cantly closer to the S’lg _min Minimum in the case of the amide
species, thus facilitating the S1—S¢ transition.

Likewise, the S1—Sg gap is a function of environmen-
tal effects (hydrogen bonds, local protein environment).
Both hydrogen bonding and the presence of the Arg52
residue lead to a reduction by 0.3-0.4eV of the S;—Sg
gap at the Sf ‘min geometry. This is related to the stabiliza-
tion/destabilization of the negative charge at the twisted
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minima. A similar behavior was previously observed by
Yamada et al. [27].

While some of the above-mentioned aspects have been
addressed in previous work, notably by Groenhof et al. [33]
and Yamada et al. [27], the present study clarifies certain previ-
ous findings. In particular, we have confirmed the observation in

Ref. [33] that the Sf _min Minimum features the negative charge
on the phenolate moiety, but have analyzed this finding in the
context of the global geometry dependence of the S| charge dis-
tribution. While the S| (m—*) state is a priori characterized by
a marked shift of the negative charge towards the alkene part,
certain geometries — in particular the S’f ‘min geometry — feature
an inverted charge distribution pattern, with the charge local-
ized on the phenolate moiety. We attribute this inversion to the
vicinity of the S1—S¢ conical intersection (Section 4).

Our detailed analysis of the charge distribution patterns is
key to the understanding of both heteroatom effects and envi-
ronmental effects (Sections 5 and 6). For example, an increasing
heteroatom electron acceptor strength reduces the S1—Sg energy

gap at the SY geometry but increases the gap at the S’f min

1,min
geometry. Likewise, hydrogen bonding destabilizes the S‘f,min

minimum but stabilizes the S’ls ‘min minimum. These observa-
tions provide the first steps in the systematic interpretation of
the effects of the protein environment on the isomerisation pro-
cess. They also pave the way to an understanding of static and
dynamic solvent effects [50].

Many questions remain open, in particular regarding the
conditions which would lead to a topology change of the S;

potential, such that the Sf .min Minimum would become directly
accessible. While the study of Ref. [33] suggests that the pres-
ence of the Arg52 residue leads to such a topology change, we
have not been able to confirm this observation. (As explained
above, this is possibly a consequence of the fact that different
X-ray geometries have been referred to in this work, see Section
6.) In all systems we have considered, the simultaneous presence
of the «- and B-twisted minima persists, along with the presence
of a barrier on the B-twisted path. The presence of the -twisted
minimum could in fact account for the observation of long-lived
S intermediates, as reported by Zewail and collaborators for a
ketone analog of the PYP chromophore in the gas phase [21].
In fact, the a-twisted structure is in principle observable, due to
its non-negligible oscillator strengths. (According to results of
the present study it is 0.06 a.u. as compared with <1073 a.u. for
the Sf ‘min Minimum). However, the global effect of the protein
environment could lead to a strong destabilization of the SY

minimum, along with a coincidence of the S’f min Minimum with

the conical intersection geometry, as suggested in Ref. [33]. We
plan to investigate this question, using similar strategies as in
our recent study of Ref. [57] which unravels the effects of the
individual amino acids at the FC geometry. Another important
objective in this context is the characterization of the barrier
towards the double-bond twisted minimum (Sf min)-

Finally, we point out that certain similarities and differences
exist as compared with the isomerisation processes in other polar

double-bond systems. In particular, the charge translocation fea-
ture discussed above (i.e., a marked shift of the negative charge
from the phenolate moiety to the alkene moiety in the S state)
bears some analogy to the translocation of a (positive) charge
in retinal type systems. Thus, we believe that a two-electron
two-orbital model is useful in the interpretation of the S1—Sg
charge transfer (Section 4.2). On the other hand, the existence

of the additional S¢  ; minimum, i.e., the twisted geometry with

respect to the formal single bond adjacent to the ring, is an impor-
tant feature which is specific to systems which exhibit double
bonds conjugated with an electron donor-acceptor substituted
aromatic system. We suggest to further investigate the generic
nature of isomerisation processes in such extended conjugated
systems.
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